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A multi-variate examination of the cause(s) of increasing induced seismicity events using
geoscience computing & big data techniques

• Develop tools and approaches to manage multiple heterogeneous datasets
• Develop a probabilistic approach that can be utilized to assess potential for    
 induced  seismicity impacts  through big data analyses
• Develop stochastic approaches to reduce uncertainty and constrain     
 subsurface trends
• Improve joint analysis of multiple datasets, focus on advancing “Big Data”   
 mining and integration techniques to improve knowledge and reduce     
 uncertainty about subsurface systems through advanced        
 geoscience computing

 The "Induced Seismicity, Geoscience Computing & Big Data" project is part 
of DOE’s SubTER Crosscut initiative. Our approach is to utilize NETL’s Energy 
Data eXchange (EDX) resources and data mining techniques to assess the use 
of “big data” for understanding the causes and future probability of induced 
seismic events and their relationship to a range of possible natural and 
anthropogenic triggers. Results to date include gathering and integration of key 
datasets needed to support the goals of the study, evaluation of 
enhancements and changes needed for the EDX system to support more 
robust and efficient data mining, integration and rapid analytical needs in 
support of the project. These goals are as follows:   

Abstract/Overview
Over 154 data volumes with varying spatial and temporal extents and resolutions 

In the next 18 months, the 
project team will include 
additional partners, and 
focus on developing i) new 
geoscience data 
capabilities and ii) a 
probabilistic approach for 
assessing the likelihood of 
induced seismicity.

Insights from these analyses have highlighted key parameters influencing induced 
seismicity as well as identified gaps in big data analytical approaches that must be 
addressed to support more robust and advanced analysis of engineered 
geosystems. Moving forward, this project will focus on analyzing these data and 
filling analytical and technology gaps to ensure sustainable, environmentally 
responsible access to domestic resources. Tasks for the next phase include:

Next Steps
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Data Interrogation and Analysis

Plot showing Oklahoma earthquake events by 
depth versus time.  Earthquake events with 
unconstrained hypocenters highlighted in blue ellipse.

Source: OGS (Oklahoma Geological Survey)

A regional geologic framework of Oklahoma is being assembled using well log 
correlations. The project has a total of 534,965 oil and gas wells that have 
237,758 well logs. This example shows a cross section from western to North 
central Oklahoma, labeled as B – B’.

Source: IHS Inc.

Geoscience computing for big data is emerging, for 
this project we seek to advance capabilities for data 
gathering, integration, and analysis by developing an 
EDX/ Velo/ Cluster Computing architecture for this 
project & SubTER needs more widely.
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Task 2, Development of probabilistic 
approaches for evaluating induced seismicity 

(LANL, LLNL, NETL, OGS, SNL)

2.1 - Data processing, reduce 
uncertainty seismic events

(OGS, LLNL, NETL) 

2.3 - Probabilistic 
analyses and uncertainty 

sources 
(NETL, SNL, OSU, LANL) 

2.4 - Develop beta 
version of stochastic 

approach 
(NETL, SNL, LANL)  

2.2 - Finalize data 
gathering & 
integration 

(NETL, ANL, SNL)

Task 1 – Geoscience computing 
      advances              

            ( NETL, LANL, PNNL, ANL)

1.1 - Develop an EDX / Velo / Hadoop 
integration to support data gathering, mining, 

and analytical needs 
(NETL, PNNL)

1.2 - Evaluate tools for 
irregular data 
management 

(ANL, LANL, NETL, PNNL)

1.3 - Integrate irregular 
data management 

capabilities 
(NETL, LANL, ANL, PNNL)

Data Volume

Subsurface Analysis

In year one of this project, the NETL team conducted preliminary spatio-temporal analyses to investigate key 
datasets and attributes affecting induced seismicity. Examples are displayed below.

Big data is often defined by 
one or more of the following:  
volume of the data, velocity 
at which the information is 

provided, variety of data, and 
variability of data sources.
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